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What is an LLM anyway?
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It’s a chatbot, right?
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… kind of…

Hello chatbot, how are you?



 Michael Robinson

Chat-ifying by prompt assembly

Hello chatbot, how are you?

[System prompt] <USER> USER: [user prompt] </USER>   <CHATBOT> AI: 
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Chat-ifying by prompt assembly

Hello chatbot, how are you?

[System prompt] <USER> USER: [user prompt] </USER>   <CHATBOT> AI: 

You are a helpful chatbot. Try to answer the user's questions.

You are a helpful chatbot. Try to answer the user's questions. 
<USER> USER: Hello chatbot, how are you?</USER> <CHATBOT> AI:
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Sometimes the delimiters “escape”



 Michael Robinson

A history lesson
LLMs are descendents of an older*, simpler idea:
● "Dissociated press" : MIT HAKMEM 176 in 1972

– It's a very brief, but complete, description of the 
algorithm

● First implementation appears to be in the venerable 
Emacs editor

Start with a "training corpus" of text documents you'd 
like to emulate… 

*Indeed, the idea itself is yet older, having antecedents in the 1920s
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Dissociated press in action
Output: 
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Dissociated press in action
Output: We have come to 
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Dissociated press in action
Output: We have come to so dedicated, can long 
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Dissociated press in Emacs
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Seems natural-ish?
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How is an LLM different?
Use a fixed set of tokens, which might be words or 
fragments
● Each token is assigned a vector of numbers, so...
● ...the current "location in the corpus" is also a 

vector of numbers
● This is fundamentally a type violation*, but that's 

ok... right?? :-/
The internal representation itself is compressed:
● Use a statistical regression (= neural net) to 

summarize the corpus: what token comes next?

*No worse than logistic regression, I guess…
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LLMs complete text stochastically
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LLM high level picture

"Do not meddle in 
the affairs of wizards"

"for they are subtle
and quick to anger."

Text Text

Query Response
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LLM high level picture

"Do not meddle in 
the affairs of wizards"

"for they are subtle
and quick to anger."

Text ℝn ℝm Text

Query Response

Transformer

● A piecewise smooth function that is 
 also globally* continuous

● found by statistical regression.
● Likely a continuous dynamical system

 *Follows from proof of Prop 3.1 arXiv:2403.18415
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LLM high level picture

"Do not meddle in 
the affairs of wizards"

"for they are subtle
and quick to anger."

Query Response

Transformerembedding embedding

sensu stricto NOT an embedding (there is no topology on text)
though we can make it so by fiat & at our own risk!

… and we really want a sliding window on text…

Text ℝn ℝm Text
● A piecewise smooth function that is 
 also globally* continuous

● found by statistical regression.
● Likely a continuous dynamical system
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Token embedding function

Token set Latent space
ℝn

token “embedding”
(might be an embedding)

. . .

This has* topology and geometry… 

… this doesn’t!

*Euclidean metric, cosine metric, among options
This material is based upon work supported by the Defense Advanced Research Projects Agency (DARPA) under Contract No. HR001124C0319.
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Unpacking back into text

Generation of text is iteration

Prompt tokens Tn

Xn

X

T

Token embedding 
applied to each token

Outside the LLM

Inside the LLM

Context windows

Response tokens

T : set of tokens
X : ℝd latent space

The “transformer”
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Generation of text is iteration

Prompt tokens Tn

Xn

X

T

model.generate(max_new_tokens=1)

tokenizer()
and code inside
model.generate()

Outside the LLM

Inside the LLM

Context windows

Response tokens
tokenizer.decode()

T : set of tokens
X : ℝd latent space

This material is based upon work supported by the Defense Advanced Research Projects Agency (DARPA) under Contract No. HR001124C0319.
Any opinions, findings and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the
views of the Defense Advanced Research Projects Agency (DARPA). Distribution Statement “A” (Approved for Public Release, Distribution Unlimited)

"Do not meddle
in the affairs 
of wizards" for



 Michael Robinson

Generation of text is iteration

Prompt tokens Tn

Xn

X

T

model.generate(max_new_tokens=2)

tokenizer()
and code inside
model.generate()

Xn

X

T
Outside the LLM

Inside the LLM

Context windows

Response tokens

T : set of tokens
X : ℝd latent space
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Generation of text is iteration

Prompt tokens Tn

Xn

X

T

model.generate(max_new_tokens=3)

tokenizer()
and code inside
model.generate()

Xn

X

T

Xn

X

T
Outside the LLM

Inside the LLM

Context windows

Response tokens

T : set of tokens
X : ℝd latent space
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Intermission… single token prompts
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Single tokens can be prompts

Prompt tokens T

Xn

X

T

model.generate(max_new_tokens=3)

tokenizer()
and code inside
model.generate()

Xn

X

T

Xn

X

T
Outside the LLM

Inside the LLM

Context windows

Response tokens

T : set of tokens
X : ℝd latent space
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Responses to single tokens 

Model: EleutherAI/Llemma7B
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Reconstructing token subspace
Part 1: Whitney embedding
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Bounding manifolds...
● The image of the token embedding is not* a 

manifold…

tokenizer()
and code inside
model.generate()

*Robinson, Dey, Chiang, https://arxiv.org/abs/2504.01002 NeurIPS 2025

Prompt tokens T

Xn

X

T

(d)

P

:

ly

Cusp point

Cusp point Pinch point
ember

Pinch point

First 3 PCA coords from Mistral7B
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Bounding manifolds...
● The image of the token embedding is not* a 

manifold…
… but it lies within a 
bounding manifold Z

(d)

P

:

ly

Cusp point

Cusp point Pinch point
ember

Pinch point

First 3 PCA coords from Mistral7B

Prompt tokens T

Xn

X

T

*Robinson, Dey, Chiang, https://arxiv.org/abs/2504.01002 NeurIPS 2025

Z

inclusion

embedding

dim Z is typically around 30
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Data pipeline
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Data pipeline: just one response token
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If we have an “open weights model”

from transformers import AutoCausalModelForLM,AutoTokenizer
tokenizer = AutoTokenizer.from_pretrained(“yourtokenizer”)
model = AutoCausalModelForLM.from_pretrained(“yourmodelhere”)
inputs = tokenizer(“a”,return_tensors=”pt”)
outputs = model.generate(inputs,max_new_tokens=1,
               return_dict_in_generate=True, output_scores=True)
probs = outputs.scores[0].softmax(-1)
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Text to tokens...

from transformers import AutoCausalModelForLM,AutoTokenizer
tokenizer = AutoTokenizer.from_pretrained(“yourtokenizer”)
model = AutoCausalModelForLM.from_pretrained(“yourmodelhere”)
inputs = tokenizer(“a”,return_tensors=”pt”)
outputs = model.generate(inputs,max_new_tokens=1,
               return_dict_in_generate=True, output_scores=True)
probs = outputs.scores[0].softmax(-1)
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Tokens to latent space

from transformers import AutoCausalModelForLM,AutoTokenizer
tokenizer = AutoTokenizer.from_pretrained(“yourtokenizer”)
model = AutoCausalModelForLM.from_pretrained(“yourmodelhere”)
inputs = tokenizer(“a”,return_tensors=”pt”)
outputs = model.generate(inputs,max_new_tokens=1,
               return_dict_in_generate=True, output_scores=True)
probs = outputs.scores[0].softmax(-1)
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Generate next token distribution

from transformers import AutoCausalModelForLM,AutoTokenizer
tokenizer = AutoTokenizer.from_pretrained(“yourtokenizer”)
model = AutoCausalModelForLM.from_pretrained(“yourmodelhere”)
inputs = tokenizer(“a”,return_tensors=”pt”)
outputs = model.generate(inputs,max_new_tokens=1,
               return_dict_in_generate=True, output_scores=True)
probs = outputs.scores[0].softmax(-1)
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Final outputs are generation probabilities*

log(token ID) (sorted)

lo
g(

pr
ob

ab
ili

ty
)

from transformers import AutoCausalModelForLM,AutoTokenizer
tokenizer = AutoTokenizer.from_pretrained(“yourtokenizer”)
model = AutoCausalModelForLM.from_pretrained(“yourmodelhere”)
inputs = tokenizer(“a”,return_tensors=”pt”)
outputs = model.generate(inputs,max_new_tokens=1,
               return_dict_in_generate=True, output_scores=True)
probs = outputs.scores[0].softmax(-1)

*which may not reflect the training data distribution! arXiv:2401.17377
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Apply Whitney embedding theorem
2 dim X = 8192 ≤ dim Y = 32016 … g is an embedding 

log(token ID) (sorted)

lo
g(
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)

from transformers import AutoCausalModelForLM,AutoTokenizer
tokenizer = AutoTokenizer.from_pretrained(“yourtokenizer”)
model = AutoCausalModelForLM.from_pretrained(“yourmodelhere”)
inputs = tokenizer(“a”,return_tensors=”pt”)
outputs = model.generate(inputs,max_new_tokens=1,
               return_dict_in_generate=True, output_scores=True)
probs = outputs.scores[0].softmax(-1)
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Apply Whitney again
2 dim Z = 58 ≤ 4096 = dim X … another embedding!

log(token ID) (sorted)

lo
g(
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)

from transformers import AutoCausalModelForLM,AutoTokenizer
tokenizer = AutoTokenizer.from_pretrained(“yourtokenizer”)
model = AutoCausalModelForLM.from_pretrained(“yourmodelhere”)
inputs = tokenizer(“a”,return_tensors=”pt”)
outputs = model.generate(inputs,max_new_tokens=1,
               return_dict_in_generate=True, output_scores=True)
probs = outputs.scores[0].softmax(-1)
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Apply Whitney again
2 dim Z = 58 ≤ 4096 = dim X … another embedding!

log(token ID) (sorted)

lo
g(

pr
ob

ab
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ty
)

Procedure: 
For each token, just use the next token distribution as its coordinates.  
This recovers original coordinates up to diffeomorphism
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Test results: dimension* recovered
● Dimension as a proxy for homeomorphism...

*Some tokens don’t have well-defined dimension
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Reconstructing token subspace
Part 2: Partial views of sliding 

windows
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Data pipeline
● Motivation: no direct access to the LLM “insides”

from transformers import AutoCausalModelForLM,AutoTokenizer
tokenizer = AutoTokenizer.from_pretrained(“yourtokenizer”)
model = AutoCausalModelForLM.from_pretrained(“yourmodelhere”)
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Data pipeline
● Motivation: no direct access to the LLM “insides”

import ollama
response=ollama.generate(model=“yourmodel”,
                         prompt=“a”,
                         options={‘num_predict’ : m})

NB: Yes, ollama is for open source models, but proprietary APIs look similar, 
as does transformers.pipeline().

This material is based upon work supported by the Defense Advanced Research Projects Agency (DARPA) under Contract No. HR001124C0319.
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Data pipeline
● Instead: Limited measurement taken from response

import ollama
response=ollama.generate(model=“yourmodel”,
                         prompt=“a”,
                         options={‘num_predict’ : m})

NB: Yes, ollama is for open source models, but proprietary APIs look similar, 
as does transformers.pipeline().

This material is based upon work supported by the Defense Advanced Research Projects Agency (DARPA) under Contract No. HR001124C0319.
Any opinions, findings and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the
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Main theorem
● Theorem: Z → Ym is a generically an embedding if m 

is large enough

import ollama
response=ollama.generate(model=“yourmodel”,
                         prompt=“a”,
                         options={‘num_predict’ : m})

NB: Yes, ollama is for open source models, but proprietary APIs look similar, 
as does transformers.pipeline().

This material is based upon work supported by the Defense Advanced Research Projects Agency (DARPA) under Contract No. HR001124C0319.
Any opinions, findings and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the
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Intersection submanifold
● Multiple preimages for a measurement y1 in Y

Generically (f-1⸰g-1)(y1) ⊆ Z is a submanifold of positive codimension
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Intersection submanifold
● Fewer preimages for a sequence of measurements

Generically (f-1⸰g-1)(y1) ⊆ Z is a submanifold of positive codimension
and ((σf)-1⸰f-1⸰g-1)(y2) ⊆ Z is a submanifold of positive codimension

This material is based upon work supported by the Defense Advanced Research Projects Agency (DARPA) under Contract No. HR001124C0319.
Any opinions, findings and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the
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Intersection submanifold
● Multi-jet transversality says, “intersect enough of 

these and you’ll end up with an empty set!”

Generically (f-1⸰g-1)(y1) ⊆ Z is a submanifold of positive codimension
and ((σf)-1⸰f-1⸰g-1)(y2) ⊆ Z is a submanifold of positive codimension
and ((σf)-1⸰(σf)-1⸰f-1⸰g-1)(y3) ⊆ Z is a submanifold of positive codimension

This material is based upon work supported by the Defense Advanced Research Projects Agency (DARPA) under Contract No. HR001124C0319.
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Intersection submanifold
● Multi-jet transversality says, “intersect enough of 

these and you’ll end up with an empty set!”

Generically (f-1⸰g-1)(y1) ⊆ Z is a submanifold of positive codimension
and ((σf)-1⸰f-1⸰g-1)(y2) ⊆ Z is a submanifold of positive codimension
and ((σf)-1⸰(σf)-1⸰f-1⸰g-1)(y3) ⊆ Z is a submanifold of positive codimension

Z → Ym is an embedding for large enough m
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Practical considerations
● “Measurements” may be slow to converge… 

● … but we have more options for collection
log(token ID) (sorted)

lo
g(

pr
ob

ab
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ty
)

Typically power-law;
Many infrequent tokens
May not actually reflect the 
actual next token distribution

This material is based upon work supported by the Defense Advanced Research Projects Agency (DARPA) under Contract No. HR001124C0319.
Any opinions, findings and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the
views of the Defense Advanced Research Projects Agency (DARPA). Distribution Statement “A” (Approved for Public Release, Distribution Unlimited)



 Michael Robinson

Results: dimension is preserved
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Results: geometry is destroyed
● The distribution of Ricci scalar curvature changes

● This is expected… the embedding coordinates 
have nothing to do with the transformer f at all!

● Caution: if you thought distances in the token 
embedding space were meaningful, they are not 
preserved...
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If you want to try this...
● You can’t use the web interface for ChatGPT, 

because you don’t control the context window
● Instead, try https://duck.ai since the context is 

controlled by you.  Delete it after every prompt

https://duck.ai/


Michael Robinson

Implications and next steps
● That topology can be extracted (expensively) even 

if the model is proprietary
● Topology of the internal representation of tokens 

in an LLM directly impacts its behavior
– If the token subspace is not a manifold, gradient 

descent is not well defined!  
– Prompt engineering is, as a result, an artisan craft!

● What about geometry?  That’s next up...
● Details: https://doi.org/10.3390/math13203320
● Questions?  Ask!  michaelr@american.edu
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